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Abstract
This Article develops the first dynamic method for systematically estimating the ideologies and other
traits of nearly the entire federal judiciary. The Jurist-Derived Judicial Ideology Scores (JuDJIS) method
derives from computational text analysis of over 20,000 written evaluations by a representative sample
of tens of thousands of jurists as part of an ongoing, systematic survey initiative began in 1985. The
resulting data constitute not only the first such comprehensive federal-court measure that is dynamic,
but also the only such measure that is based on judging, and the only such measure that is potentially
multi-dimensional. The results of empirical validity tests reflect these advantages. Validation on a set
of several-thousand appellate decisions indicates that the ideology estimates predict outcomes more
accurately than the existing appellate measures, such as the Judicial Common Space. In addition to
informing theoretical debates about the nature of judicial ideology and decision-making, the JuDJIS
initiative might lead courts scholars to revisit some of the lower-court research findings of the last two
decades, which are generally based on static, non-judicial models. Perhaps most importantly, this method
could foster breakthroughs in courts research that, until now, were impossible due to data limitations.
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For decades courts scholars have sought to explain systematically why judges decide
cases as they do, often by estimating quantitatively the ideologies of judges (see,
e.g., Rohde and Spaeth 1976; Segal and Cover 1989; Bonica and Sen 2021; Bailey
2017). Broadly speaking, the methods for doing so comprise three types: coding
and counting judicial votes; using the preferences of related political actors as proxies
for the judge’s ideology; and drawing on third-party commentaries of the judges.
Together, the data produced by these measures over the last few decades have opened
the door to a new line of research, which now forms a significant component of
judicial politics scholarship.1 As with any measure, each of these methods has
unique strengths and limitations (see Bonica et al. 2017). As to limitations: many
metrics are highly attenuated from the concept they purport to measure; most
cannot capture more than one dimension; most cannot capture change over time;
many fail to distinguish judicial from political ideology; and some capture only a
fraction of the judges within a given court. Recognizing these and other limits of
the existing methods, in the forthcoming first edition of the Oxford Handbook of
Comparative Judicial Behaviour, Epstein, Martin, and Quinn (2024) note the lack of

1. As of 2024, the three leading judicial ideology measures – Segal and Cover (1989), Martin
and Quinn (2002), and Epstein et al. (2007) – had collectively been used or cited in nearly 3,000
published courts studies.
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any comprehensive metric derived from expert experience, and they call for a new
research agenda along those lines.

This Article introduces such an initiative: the Jurist-Derived Judicial Ideology
Scores (JuDJIS, pronounced “judges”), an expert-sourced approach to measuring
judicial traits, which attempts to overcome each of the limitations above. Many
legal and political scholars have recognized the challenge of capturing judicial
ideology, an inherently subjective, multi-dimensional concept, with voting or
political behavior data alone. In that vein, my starting point and core assumption
is that legal practitioners and other experts have special insight into how judges
decide cases, insight not fully captured by either the often-quite-political judicial-
appointment process, or judges’ own political (as opposed to judicial) behavior.

The JuDJIS scores are estimated using a new text-analysis technique technique
that quantifies tens of thousands of written evaluations, systematically solicited from
a broad, representative sample of judicial experts. The information is collected by
professional survey firms commissioned by the Almanac of the Federal Judiciary, a tri-
annually published initiative which surveys a stratified sample of qualified experts for
each judge. In response to prompts, the experts use their own words to evaluate the
judges in five categories, including: ability; demeanor; trial practice/oral argument;
settlement/opinion quality; and ideology, with all comments generally published.
The evaluations are provided every few years by a set of eight-to-ten lawyers and
ex-judicial clerks, each with significant professional experience with the judicial
decisions and courtroom behavior of the judge(s) he or she is evaluating. Thus,
an established judge would be expected to be evaluated by approximately 16–30
different lawyers over a ten-year period.

The Almanac’s 40 years of written evaluations to date comprise approximately
14,500 documents and 11 million words, with updated volumes released every few
months. The corpus comprising this complete set of Almanac volumes was quantified
to produce scaled estimates of ideology and other judicial traits.2

The JuDJIS method has several important advantages over existing non-Supreme
Court measures of judicial ideology. It is the only such comprehensive measure: (1)
that is based on judging (rather than, say, campaign contributions or congressional
votes); or (2) that allows for change over time; or (3) that can produce scores compris-
ing multiple dimensions, covering several non-ideology judicial traits. Its eventual
scope – essentially all Article III lower-court judges, over 4,900 in total as of 2024 –
is larger than any existing set of scores. Perhaps most importantly, the JuDJIS circuit
ideology data predict the outcomes of a representative set of case decisions with
significantly greater accuracy than any of the three leading circuit-judge ideology

2. I call this approach expert-sourced because of its resemblance to crowd-sourcing techniques (see,
e.g., Benoit et al. 2016), with the crowd in this case comprising, not the general public, but selected
experts.
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measures.
This Article contributes to the field of judicial behavior in three key ways.

First, by developing a behavioral model of judicial ideology and showing that
the judgements of legal experts can outperform political metrics in predicting case
outcomes, it informs ongoing theoretical debates about the nature of judicial ideology
and decision-making (see, e.g., Bonica and Sen 2021; Converse 2006; Fischman and
Law 2009; Gerring 1997; Lammon 2009), including in the United States, but also
in the courts of other countries and international bodies. Second, I hope the JuDJIS
method – being judging-based, dynamic, comprehensive, and multi-dimensional
– will spark a new line of judicial behavior research, by allowing researchers to
raise and analyze important questions in judicial politics that have thus far been
intractable due to data limitations. It therefore contributes to a line of path-breaking
innovations in measuring judicial ideology, such as methods developed by Segal and
Cover (1989), Martin and Quinn (2002), and Epstein et al. (2007). And analogous
to Martin and Quinn (2002)’s observation in the context of developing the first
dynamic model of the Supreme Court, a dynamic model of the lower courts may
also call into question some previous circuit and district court research, which is
based almost entirely on static models. Finally, because it applies political-science
scaling methods to content derived from doctrinal-legalist perspectives, I hope the
JuDJIS method will help to further bridge the theoretical and methodological gulfs
that still divide these disciplines.

Section 1 presents the behavioral model and theoretical assumptions motivating
the method. Section 2 explains the hierarchical ngram measurement method used to
generate the scores. Section 3 empirically validates the method. Section 4 presents
the scores for U.S. circuit court judge ideologies, 1990-2017. Section 5 concludes
with possible applications for the method.

1. Measuring Judicial Ideology
Since the early-to-mid twentieth century, researchers have been attempting to use
quantitative measures to measure judicial behavior (e.g., Gaudet 1933; Schubert 1960;
Nagel 1961). In an attempt to predict and explain judges’ rulings, social scientists
inspired partly by insights from the attitudinal model of judging have developed a
variety of quantitative measures that purport to capture judges’ ideology.3

Those existing methods can be divided into three categories: vote counting,
proxy, and third-party (cf. Cope 2024; Fischman and Law 2009). Vote-counting
entails estimating judicial ideology from judges’ preferred case outcomes as expressed
with their votes: either guided (in which researchers attribute substantive values

3. For a more detailed discussion of these measures’ underlying theoretical assumptions, strengths,
and weaknesses, see Cope (2024).
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to judges’ votes) (e.g., Spaeth et al. 2014) or agnostic (recording only whether a
judge voted with the majority or minority) (e.g., Martin and Quinn 2002; Windett,
Harden, and Hall 2015; Voeten 2007).

Proxy measures draw on observable traits that are theoretically related to judicial
ideology but conceptually distinct from it. The proxy is selected because the re-
searcher believes it is empirically correlated with the latent trait of judicial ideology.
Early proxy methods included judges’ self-identified party affiliations (Schubert
1960; Nagel 1961). Recent proxy methods involve selecting a political actor linked
to the judge – often the appointing party or executive – and measuring that actor’s
political ideology as a stand-in for the judge’s judicial ideology.

More complex proxy measures incorporate the ideal points of other political
actors. They include the Common Space scores (Giles, Hettinger, and Peppers 2001)
and Judicial Common Space (JCS), which rely on the congressional-voting-based
NOMINATE ideal points (Poole and Rosenthal 2000) of U.S. senator involved
in a judge’s nomination (Epstein, Walker, and Dixon 1989), taking advantage of
the Senate “blue-slip” custom (McMillion 2017). Specifically, the JCS considers
the NOMINATE score of the judicial vacancy state’s U.S. senator who shares the
appointing president’s party, and it attributes the senator’s score to that judge. Boyd
(2011) extends the JCS method to district courts, creating a data set of district judge
ideology. Another proxy measure, the Clerk-Based Ideology (CBI) scores (Bonica
et al. 2017), first estimate the political ideology of U.S. federal law clerks based on
their campaign contributions. Based on the assumption that judges wish to hire
clerks who share their ideologies, CBI uses the mean score of a judge’s clerks as a
proxy for the judge’s own judicial ideology. Similarly, Bonica and Sen (2017) use
the campaign contributions that judges themselves make to candidates for political
office (typically, before the judges took the bench) as a proxy for the judges’ judicial
ideology.

Third-party measures consist of observers’ judgments or predictions about a
judge’s ideology. Whereas proxy measures derive from personal political behavior of
actors in some way connected to the judge, third-party measures purport to observe
and evaluate judicial ideology itself (past or anticipated). There are two main types of
third-party measures: editorial-based and expert-based. The leading editorial-based
third-party measure, Segal and Cover (1989)’s measure of U.S. Supreme Court
justices’ ideology relies on human-coded text analysis of media editorials written
about judicial nominees after their nomination but before confirmation.

Third-party expert-based measures are an especially promising, but as-of-yet
barely explored (Grendstad, Shaffer, and Waltenburg 2012; Wijtvliet and Dyevre
2021) third-party method. Expert-based measures use opinions of legal experts to
create quantitative estimates of judicial ideology and other traits. Like other methods,
this approach presents several logistical challenges, but it also has many attractive
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qualities that might overcome some of the shortcomings of existing approaches.
Thus far, however, they have seen no known application at large scale, or using
computational text analysis, or to any U.S. court.

1.1 An Expert-Sourced Measure of U.S. Federal Judges
The JuDJIS method introduced here incorporates a technique that, to my knowledge,
has not been used to measure ideology systematically in any field: computational text
analysis of expert evaluations. The method involves a novel text-analysis technique,
quantifying to date over three decades of evaluations by tens of thousands of legal
experts, eventually covering over 4,900 judges. The evaluations are compiled by
academic publisher Wolters Kluwer’s Almanac of the Federal Judiciary (“the Almanac”)
and are provided by lawyers and ex-law clerks – in their own words in response
to prompts – with professional familiarity with each of the judges, including the
judges’ written opinions, judging styles, and courtroom/chambers demeanors. In
what follows, I set forth the assumptions underlying JuDJIS’s behavioral model of
measuring judicial behavior.

1.2 Behavioral Model and Theoretical Assumptions
The choice to measure ideology from written expert evaluations makes two primary
assumptions. First, ideology is a latent trait and therefore not directly observable
(Fischman and Law 2009). But I believe that a judge’s “normative beliefs about
the appropriate functions of law and courts” directly cause him or her to apply the
law in certain ways in written opinions and oral decisions. This judicial behavior –
e.g., written orders and opinions, private settlement discussions in chambers, and
comments made from the bench – is therefore a direct manifestation of the judge’s
ideology, and it is the closest thing to ideology itself that can be observed. It is
therefore unique among comprehensive lower court measures in capturing expressed
ideology rather than others’ expectations of ideology.

Second, judicial “votes” are undeniably a key type of judicial behavior and
highly probative of judicial ideology. But a judge’s judicial reasoning in her written
opinions, orders, and analysis from the bench – which the evaluations capture
indirectly via the lawyers’ observations of those behaviors – provides clearer insight
into her judicial ideology than her decision to simply affirm or reverse.

For these reasons, a well-designed expert-sourced method based on observed
judicial behavior should be able to come reasonably close to observing latent judging
traits, including judicial ideology. At a minimum, expert-sourced evaluations are
likely to relate more closely to ideology than the observations underlying most or all
current judicial ideology measurement approaches, for instance, pre-confirmation
speculation about future behavior (Segal and Cover 1989), the campaign contribu-
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tions of law clerks (Bonica et al. 2017), the appointing president’s party (Schubert
1960; Nagel 1961), the congressional voting records of pre-nomination supporting
senators (Epstein et al. 2007), and perhaps even case votes (Martin and Quinn 2002;
Spaeth et al. 2014). In light of these assumptions, the JuDJIS method attempts to
address potential threats to validity and sensitivity, which can affect any measure of
judicial ideology.

2. Hierarchical Ngram Text Analysis
I next describe the process for collecting the underlying source material and gener-
ating the JuDJIS data.

2.1 The Almanac
The Almanac has been published by Wolters Kluwer Publishing since 1985. It
contains detailed biographical data and subjective evaluations entries on all judges in
the federal judiciary (including senior judges, as well as bankruptcy, magistrate, and
other Article I judges). The judges’ entries comprise biographical information, key
cases, and, most important for these purposes, the exclusive-to-the-Almanac lawyers’
evaluations. In response to interviewer prompts, a set of lawyers evaluates different
aspects of each judge using the lawyers’ own words. The Almanac routinely updates
the judges’ entries, with all judges within a given district or circuit updated in a
single batch. The responses form the corpus for the data set.

Wolters Kluwer contracts with professional third-party survey firms to conduct
the lawyers’ evaluations. For each judge, they seek a stratified representative sample
of lawyers who have substantial and recent familiarity with that judge. All evaluators
are guaranteed anonymity to promote candor. The surveyors attempt to represent
criminal and civil lawyers in approximately equal numbers. The strategy to identify
the appropriate sample of lawyers is tailored to the particular jurisdiction in question,
as different types of districts (e.g., rural/urban, Northeast/South) have different
dynamics between and within the federal courts and bar, but the overarching goal
for every court is to achieve a representative sample of those familiar with the judges
of the court. Indeed, the business model of the for-profit publication depends on
its reputation for accuracy, requiring it to consistently present valid and unbiased
information.

The surveyors identify lawyers through a variety of means, including official
court records of appearances and third-party publications listing prominent lawyers
in the district or circuit. In general, the lawyers interviewed have personally appeared
multiple times over the previous few years before the judge in question. For judges
who have served for several years, the surveyors interview eight to ten lawyers per
survey. In general, all lawyer comments are published, often abridged for the most
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relevant and substantive language. Over a typical 10-year period, approximately
16 to 30 different lawyers give comments on any established judge. The appendix
provides some examples of typical evaluations.

2.2 Text-Analysis: Hierarchical Ngram Analysis
To analyze the corpus, I use a novel text-analysis method that I introduce here:
hierarchical ngrams. The method has several advantages – particularly for this type
of corpus and research objective – over large-language model machine-learning
approaches, most notably its transparency, explainability, and replicability (see,
e.g., Albaugh et al. 2014; Albaugh et al. 2013; Grimmer and Stewart 2013). It also
overcomes some shortcomings of conventional lexicon-based methods like unigrams
or bigrams, such as their inability to draw meaning from syntactic context (c.f. Farah
and Kakisim 2023).4

The hierarchical ngram method involves the following steps. First every ngram
from length 2 (bigram) to length 9 (novagram) in the corpus was identified. For the
Circuit Ideology dataset, this initial process generated a set of 4,791 unique ngrams.
For each of the eight ngram lengths, a threshold frequency was determined for
inclusion in the coded dictionary, without regard to content or meaning. The
threshold level was determined after examining the relative amount of information
contained in each set of ngrams, balancing the conflicting objectives of the greatest
possible context and maintaining a dictionary of manageable size.5 To further
improve coverage, some of these ngrams contain wildcards, i.e., a word representing
any possible string of words from length 0 to 4, which are selected based on their
incidence in the corpus. For instance, <no * leaning> comprises, e.g., <no leaning>,
<no apparent leaning>, and <no impression about his leanings>. For the Circuit
Ideology dataset, the resulting dictionary comprises 2,175 unique ngrams.

Second, a set of trained coders – each upper-level law students with backgrounds
in federal courts – assigned a value, ranging from -3 (extremely liberal) to 3 (ex-
tremely conservative), or 99 (no ideological salience) to each ngram. For other
datasets, appropriate alternative values are used. All ngrams were coded by three
coders using the codebook contained in the appendix. I resolved any discrepancies.6

4. In this case, the hierarchical ngram method also marginally outperforms large-language model-
based and conventional lexicon-based in predicting case outcomes. See appendix section A2.

5. For circuit ideology, the thresholds are: bigram: 45; trigram: 25; quadgram: 10; quintgram: 4;
sexgram: 4; septgram: 4; octogram: 4; novagram: 4.

6. The intercoder reliability scores are as follows: for the initial decision on salience/non-salience
(i.e., 99 or -3:3), the Krippendorff’s alpha intercoder reliability score for the three coders is 0.84.
For the ngrams for which the three coders unanimously agreed on salience (41.2% of ngrams), the
Krippendorff’s alpha intercoder reliability score (Landis and Koch 1977) is 0.95, as to the exact
ideological value assigned.
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A majority of ngrams were coded as non-salient, with 45.4% of ngrams assigned
a value of -3 to 3. To place the scores on the same scale as some existing ideology
measures, such as Martin and Quinn (2002) and JCS, the [-3,3] scale was then
converted to a [-1,1] scale.

Next, the dictionary values were assigned to the judges in the corpus. As Figure
1 shows, a judge evaluation (j) comprises one or more comments (each by a single
expert reviewer, on a given topic of a given judge in a given year). Each such
comment comprises one or more ngrams (g) of length 2-9.

judge (j)

comment (c)

ngram (g) ngram (g)

comment (c)

ngram (g) ngram (g)

Figure 1. Structure of Document Components (evaluation-comment-ngram)

To assign the dictionary values to the corpus, I use the hierarchical ngram
algorithm described below and in the appendix. Intuitively, for each comment,
the algorithm identifies all ngrams in the comment that have been assigned a score
in the dictionary. There are often multiple non-overlapping ngrams in a given
comment that each receive a score. For example, in the following comment, <In
employment cases, she’s not really pro-employee, but not really pro-business either; she’s
usually right down the middle>, each of the three underlined ngrams would be scored.

Not all ngrams are counted, however, as many overlap with, or are nested within,
other ngrams. For instance, the comment <she’s not a particularly harsh sentencer in
drug cases> contains the ngrams <harsh sentencer>, <particularly harsh sentencer>, and
<not a particularly harsh sentencer>. Each of these ngrams obviously has different
meanings. In order to avoid counting and tallying redundant – or worse, conflicting
– scores of overlapping or nested ngrams, the algorithm recognizes a hierarchy of
ngrams based on length: only the senior ngram, i.e., the longest in any set of nested
ngrams is considered and scored.

After the hierarchial process identifies the ngrams to be scored, a judge evaluation
is calculated in the following way. First, the ideology of a given comment, ic, is
defined as:
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ic =

Gc∑
g=1

ig

Gc
(1)

where a comment, c, comprises Gc ngrams, and each ngram is assigned an ideology,
ig. Thus, ic is the mean ideology score of the Gc ngrams that make up comment c.
In turn, each judge, j, for a given year or set of years has an observed ideology, ij,
defined as:

ij =

Cj∑
c=1

ic

Cj
(2)

where the judge’s evaluation(s), j, comprises Cj comments. Thus, ij is the mean
ideology score of the Cj comments that make up the judge evaluation(s).7

To illustrate how this process can produce scores for particular judges, Figure 2
shows the distribution of comment scores for eight circuit judges: four Democratic-
appointed (top row) and four Republican-appointed (bottom row). Each judge
differs from the others in both mean ideology score and in distribution and variance.
These histograms thus illustrate how the measure can be sensitive to small true
variation between individual judges, even those appointed by the same president.

7. Note that this process ensures that the reviews of evaluators who give lengthier comments are
not given more weight than those who give shorter ones. For example, in the comment above, the
method might assign each of the scored ngrams a 0, but the comment would contribute only one ‘0’
(the mean of 0, 0, 0) to the evaluation score, not three ‘0’s.
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Figure 2. Distribution of JuDJIS Ideology Comment Scores for Sample of Eight Circuit Judges,
Aggregated Over Their Tenures

For instance, while comments on Judge Stephen Reinhardt’s ideology were
not uniform, the majority of comments placed him in the liberal range (–1.5 to
–2.5). This relative agreement, combined with the sheer number of comments
amassed over his long career on the bench, contribute to fairly high confidence (and
therefore, narrow confidence intervals, as indicated by the gray vertical band) about
his mean score (indicated by the vertical dashed lines). In contrast, comments on
Judge Richard Posner show a more bimodal distribution, with most evaluators split
between labeling him moderate (–.5 to .5) and conservative (1.5 to 2.5). Perhaps
this division occurs because Judge Posner is often characterized as more libertarian
than conservative (Harcourt 2007), meaning his somewhat left-leaning views on
some social issues made it difficult to reach a consensus on his placement on a single-
dimensional, left-right scale. The resulting uncertainty about his mean score is
somewhat larger than that for Judge Reinhardt.

2.3 Advantages and Potential Critiques
Before empirically validating the method, I explore several of the method’s a priori
advantages and potential critiques. Given the theory and method underlying the
JuDJIS measures, they have several attractive properties and advantages over existing
methods for measuring judicial ideology in the circuit and district courts.

First, the JuDJIS method can include the entire Article III judiciary on one scale,
and it tracks changes over time, running from 1990 to the present. Moreover, by
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drawing on the experiences of legal experts who have studied their opinions and
interacted with them in person over time, the JuDJIS scores capture the more subtle
nuances of judging, albeit indirectly, beyond simple votes to affirm or reverse. In
this one narrow sense, the technique is similar to Segal and Cover (1989)’s analysis
of media op-eds, which, for nominees with judicial experience, draw on the judge’s
previous opinions. But unlike Segal and Cover’s source material, which is locked in
before the justice is even confirmed, the JuDJIS evaluations are updated continuously
based on the judge’s conduct in that judicial position.

Finally, the JuDJIS scores are sensitive to small true variation between judges and
to ideological evolution over time. Indeed, because the evaluators’ scores constitute a
sample of a theoretical population of all potential evaluators, it can estimate standard
errors and confidence intervals for each point estimate.8

The JuDJIS method is also potentially subject to some critiques, which I attempt
to anticipate and address here. First, the evaluations necessarily come from lawyers
most familiar with the judges, as no single set of experts is substantially familiar
with all (or even a meaningful fraction of ) the federal judiciary. Thus, different
mixes of evaluators evaluate the judges. So although I cannot definitively rule
them out, there is no particular reason to expect systematic differences in evaluator
characteristics, given theAlmanac’s objectives and survey methodology. Indeed, it has
this trait in common with other leading and established social science indicators.9

Consider further that federal appellate lawyers are generally cosmopolitan legal
actors, with many practicing in several circuits. Appellate lawyers tend to keep
abreast of developments in other circuits and the Supreme Court. There is no
requirement that the lawyers interviewed for the Almanac are geographically located
within the circuit they evaluate – only that they have personal experience and
expertise with the judge in question.

A related potential issue is the possibility of systemic conscious or unconscious
bias against members of certain demographic groups, based on ethnicity, gender, or
age, for example (see, e.g., Sen 2014a, 2014b). First, I note that this potential issue
exists for other existing measures of ideology such as JCS and CBI, albeit in different
ways.10 Moreover, recent empirical evidence suggests that demographic-driven

8. In fact, the ability to quantify uncertainty can reduce bias. Where values are estimated with
uncertainty, treating the point estimates as precisely determined predictors in a model, rather than
points in a distribution, creates measurement error. One method to address this problem is to run
simulations in which points are drawn randomly from the distribution.

9. For instance, the Segal and Cover scores and the Varieties of Democracy (V-DEM) initiative
(Coppedge et al. 2021) use different sets of evaluators for different observations. The V-DEM
initiative evaluates democracy and related traits in over 200 countries, with each country’s scores
generated by several of more than 3,700 country-specific experts (Coppedge et al. 2021).

10. For JCS, for instance, a liberal senator might make stereotypical assumptions about the liberal
judicial ideology of a potential nominee (who, often would not have substantial existing judicial
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bias against judges is less of a concern than some may fear. In a series of conjoint
experiments, Ono and Zilis (2022) find that, when asked to evaluate the degree of
bias they expect judges with different profiles to exhibit in immigration and abortion
cases, the aggregated subject pool either does not distinguish between either men
and women judges, or between Black and non-Black judges, or else expects that
women judges and Black judges are more likely to be unbiased. And to the extent
people nonetheless make snap judgements when they have access only to a judge’s
superficial characteristics, studies in social psychology (e.g., Pettigrew and Tropp
2013) have repeatedly shown that bias is mitigated or eliminated as the evaluator
interacts with the subject, as with the Almanac’s expert evaluators.

Finally, it is likely that a form of ideological drift occurs, in which what is consid-
ered, say, “moderate,” is different in 1990 and 2010. This challenge exists for essen-
tially all attempts to measure ideology over time.11 For instance, the NOMINATE-
dervied JCS scores are determined relative to the issues facing Congress, such that
the meaning of a moderate judge depends on what constitutes centrist behavior in
Congress during the given period. Likewise, the JuDJIS scores must be interpreted
as estimating a judge’s position relative to the ideology norms of that period. In
using these scores – as with other ideology measures – researchers should be cau-
tious in interpreting changes over long periods. Over short periods, as within a
given administration, change can be interpreted with a relatively high degree of
confidence.

3. Method Validation
To determine how well the qualitative evaluations capture the essence of judicial
ideology, I compare the JuDJIS Circuit Ideology with scores from established and
recently developed datasets of ideology produced using different methods. Based on
three different validation metrics using four different data sets, I find that, in pre-
dicting case outcomes, the JuDJIS Circuit Ideology scores outperform by significant
margins the three existing circuit ideology measures.

3.1 Data Comparison
First, Figure 3 is a matrix of pairwise scatterplots, comparing the JuDJIS Circuit
Ideology scores (over each judge’s full tenure) with the scores for those same judges

experience) based on the candidate’s (Black, Latino, or Indigenous, e.g.) race or (female) sex.
Somewhat similarly for CBI, in hiring clerks, judges might make comparable assumptions about their
potential clerks’ ideology based partly on the clerks’ race, gender, or expressed sexual orientation
(cf., e.g., Vick and Cunningham 2018). (While this last phenomenon would involve bias by judges
instead of bias toward judges, it could nonetheless bias the scores similarly.)

11. Bailey (2007) develops a bridging solution that connects the Supreme Court, Congress, and
the President over time, but that method is not available here.
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(where available) based on: the Party-of-the-Appointing-President (PAP); the
Judicial Common Space (JCS); and the Clerkship-Based Ideology (CBI) scores.
The matrix also compares each of the scores with every other one. A least-squares
regression of the y-axis scores on the x-axis scores is indicated by a gray line, with
90% confidence intervals indicated by the lighter gray band. The r values denote
the correlation coefficients. The matrix diagonal (from top-left to bottom-right) of
Figure 3 is a set of histograms indicating the respective distributions of each of the
dataset values.

Reviewing the matrix of scatterplots and histograms, a few things are apparent.
First, the datasets have notably different distributions. The JCS histogram shows
that JCS is bimodal on a -1 to 1 scale, with the majority of scores falling either in
the center-left range (-.6 to -.4) or center-right range (0.4 to 0.6). This distribution
is not surprising given JCS’s design, which assigns judges’ ideological values based
primarily on Senate voting records; for all of the covered period, Congress has been
highly polarized by party, albeit to different degrees (Poole and Rosenthal 1985,
2000; Barber et al. 2015). In contrast, both JuDJIS and CBI are unimodal, with CBI
skewed right (many more liberal judges than conservative, and a long right tail).
Given that lawyers as a group, and especially recent law grads (who are most like to
serve as clerks), are more liberal than society generally (Bonica, Chilton, and Sen
2016), this distribution is also unsurprising given CBI’s methodology. Finally, the
distribution of JuDJIS data appears to be quite close to normal.

Turning to the scatterplots, JuDJIS is positively correlated with each of the
three other ideology measures at statistically significant levels. The substantive
correlations are each moderately high, with Pearson correlation coefficients of
r = 0.662,σ = 0.037 (vs. PAP), r = 0.624,σ = 0.038 (vs. JCS), and r = 0.589,σ = 0.040
(vs. CBI). Again, these moderate levels of correlation are unsurprising, given (as
discussed in the Appendix) the measures’ different implicit assumptions about the
nature of ideology and the strategies for measuring it. Such moderate correlation
levels imply that, while the four measures may all be attempting to measure the same
general underlying concept, it is plausible that a study’s choice of ideology measure
might sometimes affect the results (cf. Cope, Crabtree, and Fariss 2020).

Another trait the scatterplots reveal is the degree to which the different measures
can distinguish between individual judges. To different degrees, both PAP and
JCS place judges in noticeable silos, in which many judges share the same ideology
score. That this would occur for PAP is self-evident, as there are only two parties
that have nominated judges. JCS’s silos are far more numerous, and they group
fewer judges together. But they result from a similar phenomenon: a given political
actor’s ideology, sometimes that of the president, is attributed to all judges whose
appointment for which the actor is responsible. Both CBI and JuDJIS feature very
few judges with the same scores, in part because each is based on at least several-
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Figure 3. Matrix of pairwise scatterplots: JuDJIS vs. PAP vs. JCS vs. CBI measures

dozen individual campaign contributions (for CBI) or evaluations (for JuDJIS). As a
result, these scores are more sensitive to small differences between any two judges’
latent ideologies.

Examining a few of the judges lying outside the diagonal also illustrates some
key differences between JuDJIS and other methods. For instance, consider the two
labeled judges in the JuDJIS-JCS scatterplot in Figure 3, the Fifth Circuit’s John
Minor Wisdom (1957–99) and the Ninth Circuit’s Richard Tallman (2000-present).
Judge Wisdom was an Eisenhower appointee; a liberal Southern Republican from
New Orleans, Judge Wisdom was one of the “Fifth Circuit Four,” a group of
judges who significantly expanded civil rights for African-Americans during the
1950s and 60s in the face of strong, sometimes violent, local White opposition
(Grinstein 2020). Taking senior status in 1977, Wisdom was considered among
the most progressive judges in the country until his death in 1999. Drawing on
the evaluations of the practicing bar, JuDJIS rates Wisdom among the 5% most
liberal judges in the data set. JCS, considering the politics of his appointers, rates
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his as a moderate conservative. Conversely, 1999 Clinton-appointee Judge Richard
Tallman was a Republican lawyer who was personally recommended by a prominent
conservative Washington state supreme court justice/former Ninth Circuit nominee.
Clinton agreed to nominate Tallman as part of a political deal in which Washington’s
Republican senator agreed to unblock three of Clinton’s preferred nominees (Slotnick
2006). JuDJIS, in part reflecting Tallman’s 69% conservative voting record in en
banc cases, rates him a moderate conservative. JCS, based on the congressional
voting record of Washington’s Democratic (Clinton’s party) senator, considers him a
moderate liberal.

3.2 Predicting Case Outcomes
Although they produce several interesting insights, gauging validity by observing
how well measures correlate takes us only so far. A better test of a measure’s
value is how well it predicts behavior (Cope 2024), that is, its predictive validity. I
therefore proceed to determine how well the JuDJIS Circuit Ideology data predict
case outcomes relative to how well the three major existing circuit-judge ideology
measures, respectively, predict those outcomes. To do so, I draw on a new dataset
of en banc decisions, comprising all such decisions during the relevant period (1990-
2017), covering all numbered circuits and the D.C. Circuit. By way of background,
a federal circuit court hears a small number of cases en banc, in which the whole
court typically reviews a decision of a circuit panel. The cases tend to be contentious
and are more likely to feature issues implicating traditional ideological cleavages. I
validate the data using these cases because they span all circuits and relevant years,
and they contain a greater proportion of “harder” cases, i.e, those in which a judge’s
ideology is more likely to be salient. Note, however, that “hard” is not equivalent
to “ideological” in the traditional, political sense. Not all of these cases involve
legal issues that traditionally divide liberals and conservatives; many of the en banc
courts split over issues with less traditional ideological salience, such as technical
or procedural legal questions. On average, however, we should expect stronger
relationships between ideology scores and case outcomes for these hard cases as a
whole.

Each of the 414 decisions, including dissents and any concurrences, was read,
and each judge’s vote was classified as either conservative or liberal. Using these
data, I conduct three tests: (1) goodness of fit; (2) a logit regression, comparing
the respective normalized correlation coefficients; and (3) a receiver operating
characteristic (ROC) curve, comparing the respective measures’ areas under the
curve.
Predictive Validation Using En Banc Votes: Goodness of Fit

I first explore the goodness-of-fit between votes and judge ideology score for
each of the four measures in turn. The Pearson’s product-moment correlation
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coefficients are: JuDJIS: r = 0.403, 95% CI [0.371, 0.434]; PAP: r = 0.351, 95% CI
[0.319, 0.382]; JCS: r = 0.323, 95% CI [0.290, 0.354]; and CBI: r = 0.264, 95% CI
[0.215, 0.311]. Thus, a judge’s JuDJIS score explains significantly more variation in
these data’s judge votes than the equivalent scores of the three existing measures do.
Predictive Validation Using En Banc Votes: Logit Regression

I next estimate a logit model, regressing votes (whether the judge voted for
a conservative outcome) on the predictor (the ideology score of the judge, as re-
spectively estimated by JuDJIS, Party-of-the-Appointing President, JCS, and CBI).
Table 1 and Figure 4 present the results. The coefficients indicate the marginal
effects of a two-standard-deviation increase in conservativeness in each respective
ideology measure on the probability of a conservative vote. (The overall incidence
of conservative votes in the full data set is approximately 55.9%) Thus, for example,
a judge with a JuDJIS ideology score of 0.41 is about 45.4% percentage points more
likely to lodge a conservative vote than a judge with a JuDJIS ideology score of
-0.14. Each of the four scores are associated with votes at highly significant levels.
But change in JuDJIS score is associated with a greater change in probability of a
conservative vote than the equivalent change for the other three scores.

Table 1. Logit predictions: Marginal effects of judge score on probability of casting a conservative
en banc vote

Probability of a judge’s casting a conservative en banc vote
JuDJIS Score 0.454

(5.80 × 10–87)
PAP Score 0.349

(5.58 × 10–93)
JCS Score 0.335

(2.63 × 10–66)
CBI Score 0.284

(2.28 × 10–22)

Num. obs. 2, 745 3, 016 2, 999 1, 445
Note: Coefficients are normalized to indicate the change in probability associated with a two
standard-deviation change in the given score. p scores are in parentheses.

Figure 4 graphically illustrates this difference. The four graphs plot, for each
vote, the judge’s ideology score on the x-axis. The judge’s votes are plotted on
the y-axis, with conservative votes (1) at the top and liberal ones (0) at the bottom.
(They are vertically jittered to show density.) For each graph, a logit regression
curve shows the relationship between the two variables. Though the correlations are
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positive and significant in all four cases, the difference in the relationships’ magnitude
is evident from the shapes of the respective s-curves.
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Figure 4. Probability of a conservative vote as a function of judge ideology score, by measure: en
banc cases

Predictive Validation Using En Banc Votes: ROC Analysis
To further gauge predictive validity, I next estimate a logistic regression and

plot a receiver operating characteristic (ROC) curve for each of the four measures.
Long common in the diagnostic medicine literature and now often used in political
research (Mueller and Rauh 2018; Imai and Khanna 2016), an ROC curve is an
arguably more-intuitive method for assessing how well a metric accurately classifies
observations into binary outcomes. In this case, the predicted variable is whether
the judge casts a conservative vote, as described above. The predicting variable
is the ideology score of the judge, as respectively estimated by JuDJIS, Party-of-
the-Appointing President, JCS, and CBI.12 For every judge ideology threshold,
the ROC curve plots the true positive rate against the false positive rate (Wang
2019; Fischman 2011). The Area Under the Curve (AUC) therefore represents

12. For dynamic scores, a judge’s score is averaged over their tenure.
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each measure’s relative success at predicting votes (see Hanley and McNeil 1982).
Specifically, it denotes the probability that the given measure will rank a randomly
chosen conservative vote as conservative instead of liberal.

The top panel of Figure 5 displays the ROC curves. The bottom panel gives
the AUC values for each of the four measures. JuDJIS achieves an AUC value of
0.734; JCS’s AUC value is 0.675; PAP’s AUC value is 0.672; and CBI’s AUC value is
0.645. A DeLong test indicates that PAP is statistically indistinguishable from JCS
(p = 0.793) and marginally significantly higher than CBI (p = 0.115). But JuDJIS
performs significantly better than all three: since JCS is about 17.5 percentage points
above a random classification and JuDJIS is 23.4 percentage points above random,
JuDJIS’s performance represents an improvement of 33.7% over JCS’s performance.
A DeLong test indicates that the difference between the two is highly significant
(p = 2.06 × 10–5).
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Figure 5. Top: ROC curves comparing four measures’ success at predicting en banc votes; Bottom:
Comparative areas under the ROC curve

Robustness Analysis
Finally, to show these results’ robustness to different data and model specifications,

I perform comparable analyses of a larger data set comprising three-judge panel
decisions (n = 4, 482). While these cases disproportionately constitute “easy” cases, in
which the members of the panel are unanimous over 95% of the time, I include them
because they better reflect the run-of-the-mill decision-making of circuit judges.
The results are substantially similar to those produced by the en banc cases, JuDJIS
performing better – albeit not quite as decisively – than the other three measures in



20 Kevin L. Cope

each case. (See Appendix Figure A6.1 for analysis and results).
Thus, for 21 head-to-head predictive comparisons across different data forms

and model specifications, the JuDJIS Circuit Ideology scores predict outcomes more
accurately than the other measure in all 21 of them, with the difference statistically
signficant in 20 of the 21. Together, this set of validations indicates that the JuDJIS
Circuit Ideology data outperform all existing measures of circuit ideology – using a
variety of metrics – in predicting how judges decide cases. And although JuDJIS’s
accuracy in reflecting change over time cannot be tested against other measures
(because no others are currently dynamic), we would expect that this dynamism
confers JuDJIS with additional advantage in predictive power and general validity.

4. Analyses of Federal Circuit Judge Ideology
4.1 Descriptive Statistics
In what follows, I present the Circuit Ideology scores in more detail.13 To produce
the Circuit Ideology scores, I applied the process described above for the ideology
category for all active judges on the U.S. courts of appeals who served in any year
between 1990–2017. Figure 6 displays summary statistics for the data set, aggregated,
and disaggregated, by party of appointing president and by the judge’s gender.

At the judge level (i.e., a judge’s scores aggregated over full tenure), the mean
ideology score is 0.11, the median score is 0.10, and the standard deviation is 0.33.
Thus, the dataset exhibits a clear conservative slant. Figure 6 shows that this appears
to stem from two phenomena: (1) Republican presidents have appointed most
(54.7%) of the judges in the dataset; and (2) Democratic-appointed judges are more
moderate, i.e., the average ideology score of Republican-appointed judges (.31) is
more conservative than the average ideology score of Democrat-nominated judges
(-.13) is liberal.

13. Section 6.4 of the appendix provides descriptive statistics of a sample of the JuDJIS District
Ideology data.
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Note: Circles denote means for the given sample; gray bars denote 95% confidence intervals.

Figure 6. JuDJIS Circuit Ideology Descriptive Statistics

To further illustrate the variation between judges, Figures 7 and 8 provide the
judicial ideology point estimate and 90% confidence intervals for all 418 judges in the
JuDJIS Circuit Ideology data set, averaged over each judge’s Court of Appeals tenure.
The judges are ordered from most liberal (top-left of Figure 7) to most conservative
(bottom-right of Figure 8). As the figures show, the confidence intervals vary
considerably between judges. As explained in the methods section above, confidence
in the ideology estimate is a function of two factors: the number of total comments
the judge received over his or her tenure and the uniformity of those comments.14

Thus, the judges with particularly large confidence intervals are almost uniformly
those with just one evaluation in the data set because they had a very short circuit
tenure, left the bench shortly after 1990, or joined the bench shortly before 2017.
(For this last group, uncertainty about the estimate will likely decrease as evaluations
from 2018-on are incorporated into the data set.) As the figures show, beginning
with Judge George Edwards’s (6th Cir., 1963-1995) score of -2.40, the 419 ideology
scores rise incrementally, ending with Judge George MacKinnon’s (D.C. Cir.,
1969–95) score of 3.00.

Seven eventual Supreme Court nominees are included in the data set based on
their circuit court tenures.15 One particularly notable score is the ‘0’ assigned to
Ruth Bader Ginsburg, who, before her 1993 elevation to the Supreme Court, served
thirteen years on the D.C. Circuit on appointment by President Carter. Though
such a moderate score may surprise some who know the late judge/justice as a liberal

14. In the rare cases where all comment scores are uniform (usually, for judges with very short
tenures over the covered period), the standard error and confidence intervals are undefined and
therefore missing.

15. See Figure A6.1 in the appendix for a comparison of those seven judges.
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champion of women’s and other civil rights, her tenure as a circuit judge was, in
fact, considered positively centrist. Indeed, according to a 1987 empirical study of
the court, Judge Ginsburg was more likely to vote with Republican than Democratic
appointees and generally opposed expanding corporate regulation (Lepore 2018).
According to a 2018 biography in The New Yorker, UC Santa Barbara history
professor Sherron De Hart described Ginsburg’s D.C. Circuit tenure as “something
like a decontamination chamber,” in which Ginsburg was “rinsed and scrubbed of
the hazard of her thirteen years as an advocate for women’s rights.” By 1993, the
article observed, Ginsburg had been “sufficiently depolarized” for nomination to the
high court (Lepore 2018).
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Note: Includes the 1st and 2nd quartiles of judges, sorted from most liberal (-1) to most conser-
vative (+1) by average ideology score, averaged over the judge’s Court of Appeals tenure. Blue
open circles denote Democratic president appointees; red closed circles denote Republican
president appointees.

Figure 7. JuDJIS U.S. Circuit Judge Ideologies, 1990-2017 (Tiers 1 and 2: #1-211)
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Note: Includes the 3rd and 4th quartiles of judges, sorted from most liberal (-1) to most conser-
vative (+1) by average ideology score, averaged over the judge’s Court of Appeals tenure. Blue
open circles denote Democratic president appointees; red closed circles denote Republican
president appointees.

Figure 8. JuDJIS U.S. Circuit Judge Ideologies, 1990-2017 (Tiers 3 and 4: #212-419)



25

5. Conclusion
This Article developed and introduced the Jurist-Derived Judicial Ideology Scores,
the first dynamic method for systematically estimating the ideologies and other traits
of nearly the entire federal judiciary. Derived from tens of thousands of qualitative
evaluations, it can potentially locate on a multi-dimensional scale nearly every Article
III U.S. federal judge serving since 1990. Not surprisingly given the quality of the
content underlying the scores, JuDJIS ideology data predict case outcomes with
significantly greater accuracy than any of the three leading circuit-judge ideology
measures.

The analysis above suggests that expert crowds’ observation of judging is a valid
method for measuring ideology. It validates the assumption that legal practitioners
and other experts have special insight into how judges decide cases, insight that
cannot be captured as successfully by political phenomena such as the judicial-
appointment process and judges’ own political behavior.

I hope that JuDJIS’s four non-ideology measures, to be introduced in future
work, will further demonstrate empirically the multi-dimensional character of the
judging process. In addition to shedding light on important questions themselves,
I hope that other findings like these will help to further close the theoretical and
methodological gaps that still divide scholars studying how judges make decisions.

Finally, the hierarchical ngram method introduced here might be applied to
estimate ideology or judgment in other contexts, such as country human rights
reports and public-officials’ statements. Thus, the method might eventually aid
measurement and text-analysis research in several other political research domains.
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1. Almanac example evaluations
To illustrate some typical evaluations, Figures A1.1 and A1.2 are excerpts from two
ideology reviews for 2009, Merrick Garland and Brett Kavanaugh, both then judges
on the D.C. Circuit. Individual evaluators are delineated by quotation marks. As
shown, each evaluator uses his or her own words to describe the judge ideology,
meaning that some similar words and phrases are used frequently, and other words
and phrases appear rarely. For Garland, despite being a Democratic (Clinton)
appointee, most evaluators characterize him as open-minded, middle-of-the-road,
or moderate, with just a few characterizing him as left-of-center. Indeed, though
he became somewhat of a liberal cause célèbre after Senate Republicans ignored
Garland’s 2016 nomination to the Supreme Court, some at the time considered
Garland so moderate that Republican Senate Majority Leader Mitch McConnell
might feel compelled to act on the nomination (Bellin 2016). For Kavanaugh, on
the other hand, there is somewhat less consensus, but a common theme of reliable
conservatism emerges.

Figure A1.1. Sample Ideology Evaluation: Judge Merrick Garland (2009)
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Figure A1.2. Sample Ideology Evaluation: Judge Brett Kavanaugh (2009)
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2. The optimal text-analysis method

To derive meaning from a corpus, several methods are available, especially given
recent advances in machine learning models and computational power generally. In
this section, I conduct a pilot analysis of several potential methods to determine how
each performs in quantifying the Almanac corpus along several criteria including
case predictive validity, transparency, and reproducability.

The existing text-analysis literature generally recognizes two broad computa-
tional approaches to quantifying meaning from text: lexicon (dictionary)-based, and
machine-learning (Xhymshiti 2020). Three possible specific application of these
methods appeared most plausible for this research objective: (1) a large-language
model (LLM) method using Open AI’s GPT-4o; (2) a traditional bigrams method;
and (3) a refinement of conventional customized dictionary ngrams that I call hier-
archical ngram analysis.

Large-language model
For the LLM method, Open AI’s GPT-4o was used to generate ideology scores at
the evaluation level (rather than parsing its component phrases, as with hierarchical
ngrams). Each call gave the prompt:

“Below is a lawyer’s evaluation of judge’s ideology. Please code the
statement’s ideology on a scale of -3 (extremely liberal) to 3 (extremely
conservative), with 0 being moderate. Your output should start with
the integer rating, followed by a brief rationale of one or two sentence,
starting with ‘Rationale:’. The integer rating and rationale should be
separated by the character $, Here is the evaluation:”

followed by a complete judge evaluation. The temperature was set at 0, minimizing
inter-call variation. The LLM complied by providing the requested ratings.

Conventional Bigrams In considering lexicon-based methods, I note that there
exists no off-the-shelf dictionary suitable for the Almanac corpus. As such, it would
be necessary to develop a customized dictionary based on words and phrases in
the Almanac. Indeed, Osnabrügge, Ash, and Morelli (2023) note that customized
dictionaries have high annotation efficiency, specificity, and interpretability, relative
to some other methods. That leaves open the question of how much complexity is
optimal for any given corpus and research question. Although some recent studies
have experimented with ngrams of up to five words (Dai et al. 2020; Dey, Jenamani,
and Thakkar 2018; Farah and Kakisim 2023; Presannakumar and Mohamed 2021),
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unigrams and bigrams remain the standard approach for most lexicon-based tasks.
While they suffer from a narrow feature space, they are more straightforward to
develop. apply, and explain. I created a customized bigram dictionary to apply to
the Almanac corpus.

Hierarchical Ngram Analysis As I explain in the Article’s main text, the hierar-
chical ngram method attempts to combine some of the strengths of lexicon and
machine-learning approaches. It features a reasonably large feature space, capturing
meaning from word order and context, while retaining the transparency, explain-
ability, and reproducability of lexicon-based models. More specific information
about the method is provided in the Article’s main text. I used the hierarchical
ngram method to develop and apply a customized dictionary.
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Figure A2.3. Comparison of Scores Produced by Hierarchical Ngrams (top-left); LLM (top-right);
and Bigrams (bottom)

Comparison
Figure A2.3 shows descriptive statistics using the three methods. Notably, the

scores produced by hierarchical ngrams and the LLM are remarkably similar. In
contrast, the bigram-produced scores are different in both mean and variance. This
difference certainly stems from the fact that the bigrams produce significantly fewer
data points, leading to greater uncertainty.

I next assigned scores to each ideology evaluation (for a given judge in a given
year) using each of the three methods. I then conducted a validation exercise using
one of the same data sets – the 414 en banc cases, with judge votes as the unit of
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analysis – as I use to compare JuDJIS to the three existing ideology scores (party of
the appointing president, JCS, and CBI).

I find that the hierarchical ngram method moderately outperforms the other
two in predicting case outcomes, although the differences between the hierarchical
ngram method, on one hand, and both the large-language model method and the
bigram method, on the other, are not significant. See the figure below, which
provides the Area Under the Curve for an ROC curve analysis of the three methods.
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Figure A2.4. Comparison of ROC areas under the curve for three text-analysis methods

Of course, in choosing a text-analysis method, validity is one of several perti-
nent considerations. Resource demands, transparency, and reproducibility are also
important. On those points, LLMs are generally more efficient, producing results
quickly, without demanding much human capital or expertise. However, they are
also often non-transparent, drawing on “black box” computations that cannot be
explained to readers or other researchers (see, e.g., Albaugh et al. 2014; Albaugh
et al. 2013; Grimmer and Stewart 2013). (GPT-4o, though it possesses several other
advantages over other AI foundation models, received a transparency rating of just
49% in The Foundation Model Transparency Index v.1.1, placing it 11 out of 14
such models (Bommasani et al. 2024).) In contrast, lexicon-based methods can be
quite transparent; each step of the construction process can be described. Partly
for that reason, LLMs are less conducive to reproducibility. Even when setting
“temperature” (variance) to minimum levels, model output often varies between
iterations, for reasons a researcher can neither easily explain nor replicate. This is
particularly concerning where, as with an ongoing dynamic ideology project, the
process must be repeated over time to include new scores. It is unclear how the
model’s algorithm may have changed, and therefore, if new results can be validly
compared with existing ones. In contrast, a researcher using a dictionary method
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can provide a detailed description of the process, allowing future researchers to
replicate it, including with new data.

The conventional (non-hierarchical) ngram method – using only unigrams or
bigrams (here, bigrams) – offers the transparency and reproducibility benefits of
other dictionary-based methods, and it is more straightforward to produce. But
because this conventional method analyzes less text (in this case, producing 73% as
many ngrams), it is expected to omit documents that contain none of the dictionary’s
uni-/bigrams (c.f. Farah and Kakisim 2023). With a larger, more complex, more
nuanced set of ngrams, that risk is substantially lower.

Based on these considerations, I conclude that the hierarchical ngram method is
preferable to the other two for this, and perhaps other, political coding initiatives. As
to its predictive validity, the hierarchical dictionary method produces scores that are
probably at least as valid as – and perhaps slightly more so than – the two alternatives.
And as discussed, it is plainly superior to LLMs on transparency and reproducibility.
Though it is generally more resource intensive, that drawback is not nearly large
enough to trump its other clear advantages. I therefore proceed to describe and use
the hierarchical ngram method to produce the JuDJIS scores that I introduce here.



A8 Kevin L. Cope

3. Judicial ideology coding guide

Judicial Ideology Coding Guide
Kevin Cope, Principal Investigator
Instructions:

You will be shown a very long set of phrases (several thousand phrases in total), each
comprising 1 to 9 words. Each phrase has been used to describe the judicial ideology
of one or more U.S. federal judges.

Some phrases contain wildcard letters or words, denoted with an asterisk (‘*’). The
wildcard means that one or more letters or words could take its place. If the asterisk
is connected to a word, it denotes a wildcard letter (e.g., “leans towards the prosecut*”
could include, e.g., “leans towards the prosecution” or “leans towards the prosecu-
tor,” etc.). If the asterisk is separate from any word, it denotes a wildcard word (e.g.,
“known for * conservatism” could include e.g., “known for her conservatism” or
known for their conservatism,” etc.). For phrases containing wildcards, we have
provided one or more examples of ways the phrase could manifest. But you should
code the wildcard-containing phrase (in all its possible manifestations), not the
example(s) given.

For each phrase of any type, you will use your knowledge of courts and judicial
ideology, as well as the definitions below, to determine the judicial ideology associ-
ated with the phrase. You will assign a score on a 7-point scale, ranging from -3 (an
extremely liberal ideology) to +3 (an extremely conservative ideology).

In assigning the scores, use the definitions below of judicial conservatism, liberalism,
and centrism. Also use the definition associated with each of the 7 possible scores.
Your score should apply generally to judges at all levels of the federal judiciary (i.e.,
it should not apply only to judges of trial courts, circuit courts, or the Supreme
Court in particular). In scoring, use only integers; do not use half scores.

Definitions:

• Judicial Conservatism – the belief that the primary functions of the law and the
judiciary are to effectuate the intent of democratically elected authorities and
constitutional drafters, to settle private disputes, and to allow people and orga-
nizations the freedom to pursue their goals and interests with minimal constraints.
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• * Judicial conservatism’s emphasis on respect for democratic decisions and govern-
ment authority leads conservative judges to defer to government civil/criminal
prosecutorial actions, including government decisions to restrict procedural
protections, to impose punishments, and to prosecute in the first place. This
is true even if those decisions violate contemporary notions of fairness or dis-
proportionately harm political minorities. This deference to political branches,
often coupled with an originalist – and therefore, often limited – view of consti-
tutional protections, also makes conservative judges wary of overturning statutes
and regulations enacted by legislatures or executive agencies. Likewise, in civil
rights actions, judicial conservatism’s skepticism toward government regulation
of private transactions leads conservative judges to interpret broadly the scope of
legally permissible/reasonable conduct by government and corporate defendants.

• Judicial Liberalism – the belief that the primary functions of the law and the
judiciary are to ensure enjoyment of fundamental rights, to promote equity and
legal equality among people, and to protect people from abuse by politically and
economically powerful actors, both public and private.

• * Judicial liberalism’s emphasis on protecting rights makes liberal judges open
to second-guessing government civil/criminal prosecutorial actions, including
government decisions to restrict procedural protections, to impose punishments,
and to prosecute in the first place. This is particularly true where those decisions
run counter to contemporary notions of fairness or disproportionately harm
political minorities. This rights-oriented view, coupled with the notion that
constitutional protections can evolve over time with social norms, also makes
liberal judges relatively open to overturning democratically enacted statutes
and regulations. Likewise, in civil rights actions, judicial liberalism’s emphasis
on the law as a tool for promoting equality and preventing abuse by powerful
actors leads liberal judges to interpret narrowly the scope of legally permissi-
ble/reasonable conduct by government and corporate defendants.

• Judicial Centrism – a belief about the primary functions of the law and the judi-
ciary that lies between conservatism and liberalism or which combines roughly
equal elements of both.

Assign scores based on the following:
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-3 – an extremely liberal ideology

-2 – a liberal ideology (not at all centrist, but also not extremely liberal)

-1 – a mildly liberal ideology (roughly equal parts centrist and liberal)

0 – a completely centrist judicial ideology, without ideological leaning

1 – a mildly conservative ideology (roughly equal parts centrist and conservative)

2 – a conservative ideology (not at all centrist, but also not extremely conservative)

3 – an extremely conservative ideology

Note that references to “the government” indicate the criminal prosecutor.
For example, “always sides with government” might get a score of 3. “Consistent
bleeding heart” might receive a -3. “Pretty harsh sentences” might get a 2. “Middle
of the road” and “not ideological” would receive a 0.

Many phrases (indeed, the majority) do not have any particular ideological relevance.
That is, they are not linked directly to judicial conservatism, liberalism, or centrism,
or they otherwise give no useful information about ideology. For those, assign a
score of ’99.’ (Do not give a score of ‘0,’ which would denote centrism.) This rule
applies to statements that some (including yourself ) may associate empirically with
ideology but are not conceptually linked to ideology itself as defined above. That
is, suppose that you believe that liberal judges tend to be more “activist.” Because
those traits are not associated with the definitions of ideology, they are irrelevant
and should not be given an ideology score. For example, “a great legal mind”
and “opinions short and succinct,” are ideologically irrelevant and would receive
a 99. Likewise, although the phrase “very biased” would implicate ideology, it is
uninformative (i.e., it could be either -3 or 3) and should also receive a 99.
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4. Visual illustration of hierarchical ngram algorithm

Figure A4.1
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5. Additional predictive validity tests
To further gauge the predictive validity of the JuDJIS Circuit Ideology measure relative
to existing measures of circuit-judge ideology, I draw on a data set comprising three
sets of federal three-judge panel circuit cases, assembled by Cope and Fischman
(2017), Cope and Fischman (2020), and Law (2004). The dataset comprises 4,482
decisions on several subject areas for the Seventh Circuit (1,835 cases, 2017–20),
Ninth Circuit (1,693 cases, 1995–2000), and Tenth Circuit (954 cases, 2006–16).
While these cases disproportionately constitute “easy” cases, in which the members
of the panel are unanimous over 95% of the time, I include them here as robustness
analysis, because they better reflect the run-of-the-mill decision-making of circuit
judges. As with the en banc data, each decision is coded as a liberal or conservative
result, using a method similar to that of Spaeth et al. (2014).

As Table A5.1 shows, I conduct two tests, one at the panel level (using the
ideology of the panel’s median judge as the predictor, and the panel decision as the
outcome) and one at the judge level (using an individual judge’s ideology as the
predictor, and that judge’s vote as the outcome). For each, I (1) estimate a logit
model, comparing the respective normalized correlation coefficients, and (2) plot an
ROC curve, comparing the areas under the curve.

Table A5.1. Predictive Validation Types and Locations

Unit of Analysis

Case Type
Three-Judge Panel En Banc

Panel Appendix –
Judge Appendix Text

Note: Validations marked as “App’x” are conducted in the appendix but summarized or referenced
in the main text.

5.1 Predictive validation using panel outcomes
I first analyze the data using the median ideology score – for each of the four scores
– as the predictor variable. In this analysis, where one or two of the three scores are
unavailable (typically, if the judge is missing from that ideology data set or if the
judge (often a district judge) is sitting by designation from outside the circuit), the
median score is calculated nonetheless. As a robustness check, I also conduct this
analysis using an alternate specification, in which the case is coded NA if any of the
judge scores are unavailable. Both results are reported below.
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5.1.1 Panel outcome logit regression
I first estimate a logit model. For dynamic scores, a judge’s score is averaged over
their tenure. That is, I regress the outcome (whether the panel decided the case in
a conservative way) on the predictor (the mean ideology of the three-judge panel,
as respectively estimated by JuDJIS, Party-of-the-Appointing President, JCS, and
CBI). As with the other validity tests, the data come from data sets assembled by
Cope and Fischman (2017), Cope and Fischman (2020), and (Law 2004). Cases are
retained as long as at least one judge’s score is available.

Table A5.2 presents the results from the logit models using those data. The
coefficients indicate the marginal effects of a two-standard-deviation increase in
conservativeness in each respective ideology measure on the probability of a con-
servative case outcome. (The overall incidence of conservative outcomes in the
data set is approximately 0.85.) Thus, for example, a panel with a median judge
JuDJIS ideology score of 1.08 is about 7.7 percentage points more likely to produce
a conservative outcome than a panel with a median JuDJIS ideology score of -0.26.
All four scores are associated with case outcomes at highly significant levels, but
the strength of the other three measures’ relationships between median-judge score
and outcome is significantly smaller than JuDJIS’s: 5.4 percentage points (CBI); 4.7
percentage points (JCS); and 4.3 percentage points (PAP).

Table A5.2. Logit predictions: Marginal effects of median panel score on probability of a conservative case outcome

Probability of a conservative case outcome

Median JuDJIS Score 0.077

(5.12 × 10–15)

Median PAP Score 0.043

(2.58 × 10–5)

Median JCS Score 0.047

(4.71 × 10–6)

Median CBI Score 0.054

(1.66 × 10–6)

Num. obs. 4, 441 4, 481 4, 481 4, 205
Note: Coefficients are normalized to indicate the change in probability associated with a two standard-deviation
change in the given measure’s panel median. p scores are in parentheses.

Figure A5.1 further illustrates these relationships by plotting, for each panel
outcome, the median judge’s ideology score on the x-axis. The outcomes are plotted
on the y-axis, with conservative outcomes (1) at the top and liberal ones (0) at the
bottom. (They are vertically jittered to show density.) For each graph, a logit
regression curve shows the relationship between the two variables.
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Figure A5.1. Probability of a conservative outcome as a function of median panel ideology score,
by measure: three-judge panel cases

5.1.2 Panel outcome ROC analysis
I next plot ROC curves, indicating the accuracy of each measure in predicting panel
outcomes from panel ideology scores. The top panel of Figure A5.4 displays the
curves. The bottom panel gives the AUC values for each of the four measures. JuDJIS
achieves an AUC value of 0.600; CBI’s AUC value is 0.565; JCS’s AUC value is 0.553;
and PAP’s AUC value is 0.540. The predictive performance of CBI, JCS, and PAP
are similar, but JuDJIS performs significantly better. A DeLong test indicates that
the difference between JuDJIS and each of the others is significant or borderline
significant at conventional levels (vs. CBI: p = 0.051; vs. JCS: p = 0.005; vs. PAP:
p = 0.0001).1

1. Under an alternate specification, cases are dropped for that ideology data set if an ideological
score is unavailable for any of the three judges. This results in the following number of dropped cases
for each measure: JuDJIS: 1,099 (24.5%); PAP: 400 (8.9%); JCS: 400 (8.9%); CBI: 3,286 (76.7%).
The ROC/AUC results are as follows: JuDJIS AUC: 0.606; PAP AUC: 0.5334; JCS AUC: 0.5469; CBI
AUC: 0.5297. JuDJIS’s AUC is statistically distinguishable from each of the other three (p ≤ 0.013).
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Figure A5.2. Top: ROC curves comparing four measures’ success at predicting case outcomes;
Bottom: Comparative areas under the ROC curve

5.2 Predictive validation using panel judge votes
I next gauge the respective measures’ predictability at the judge level, by using an
individual judge’s ideology as the predictor, and that judge’s vote as the outcome.
As with the three-judge-panel validity test, the data come from data sets assembled
by Cope and Fischman (2017), Cope and Fischman (2020), and (Law 2004).
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5.2.1 Panel judge votes logit regression
Again, I first estimate a logit model. Table A5.3 presents the results. As above,
the coefficients indicate the marginal effects of a two-standard-deviation increase
in conservativeness in each respective ideology measure on the probability of a
conservative vote. (The overall incidence of conservative votes in the data set is
approximately 0.845.) Thus, for example, a judge with a JuDJIS ideology score of
0.39 is about 6.5 percentage points more likely to vote conservatively than a judge
with a JuDJIS ideology score of -0.16. All four scores are associated with case votes
at highly significant levels, but the relationship between a two-standard-deviation
change in median-judge score is significantly smaller: 4.7 percentage points (PAP);
4.3 percentage points (JCS); and 4.4 percentage points (CBI).

Table A5.3. Logit predictions: Marginal effects of judge score on probability of casting a conservative panel vote

Probability of a judge’s casting a conservative panel vote

JuDJIS Score 0.065

(2.20 × 10–16)

PAP Score 0.047

(1.43 × 10–12)

JCS Score 0.043

(2.16 × 10–12)

CBI Score 0.044

(8.15 × 10–8)

Num. obs. 13, 043 13, 043 13, 043 7, 967
Note: Coefficients are normalized to indicate the change in probability associated with a two standard-deviation
change in the given measure’s sample mean. p scores are in parentheses.

Figure A5.3 further illustrates these relationships by again plotting, for each vote,
the judge’s ideology score on the x-axis. The judge’s votes are plotted on the y-axis,
with conservative votes (1) at the top and liberal ones (0) at the bottom. (They are
vertically jittered to show density.) For each graph, a logit regression curve shows
the relationship between the two variables.
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Figure A5.3. Probability of a conservative vote as a function of judge ideology score, by measure:
three-judge panel cases

5.2.2 Panel judge votes ROC analysis
I once again plot ROC curves, indicating the accuracy of each measure in predicting
judge votes from judge ideology scores. The top panel of Figure A5.4 displays
the ROC curves for the judge-level analysis. The bottom panel gives the AUC
values for each of the four measures. JuDJIS achieves an AUC value of 0.573;
CBI’s AUC value is 0.558; JCS’s AUC value is 0.544; and PAP’s AUC value is
0.542. The predictive performance of JCS and PAP are quite close; a DeLong test
indicates that JCS’s and PAP’s areas are statistically indistinguishable from each other.
(p = 0.687). JuDJIS performs significantly better than both JCS (p = 1.01×10–5) and
PAP (p = 2.31 × 10–9), but is not distinguishable from CBI at conventional levels
(p = 0.172).
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Figure A5.4. Top: ROC curves comparing four measures’ success at predicting case outcomes;
Bottom: Comparative areas under the ROC curve
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6. JuDJIS ideology data
This section provides additional statistics from the JuDJIS ideology data. It includes
a table of descriptive statistics; a comparison of ideology scores of future Supreme
Court nominees; a discussion of judge-level ideology changes; and a pilot analysis
of a sample of district court chief judges.

6.1 Descriptive statistics
Table A6.4 provides summary statistics for the JuDJIS Circuit Ideology data set,
aggregated, and disaggregated by party of appointing president and by the judge’s
gender. At the judge level (i.e., a judge’s scores aggregated over full tenure), the
mean ideology score is 0.11, the median score is 0.10, and the standard deviation is
0.33. Thus, the dataset exhibits a clear conservative slant. Table A6.4 shows that this
appears to stem from two phenomena: (1) Republican presidents have appointed
most (55%) of the judges in the dataset; and (2) Democratic-appointed judges are
more moderate, i.e., the mean ideology score of Republican-appointed judges (.31)
is more conservative than the mean ideology score of Democrat-nominated judges
(-.13) is liberal.

Table A6.4. Summary statistics: JuDJIS circuit-judge ideology dataset

Appt. Pres. Race/Ethnicity Gender
Aggreg. Dem. Rep. Asian Black Hispanic White Woman Man

Judge Level
Mean 0.11 -0.13 0.31 -0.05 -0.09 0.03 0.14 0.02 0.13
Median 0.10 -0.11 0.33 0.00 -0.07 0.00 0.16 0.00 0.16
Min. -0.80 -0.80 -0.67 -0.32 -0.67 -0.56 -0.80 -0.67 -0.80
Max. 1.00 0.93 1.00 0.27 0.67 0.47 1.00 0.69 1.00
SD 0.33 0.26 0.23 0.20 0.27 0.28 0.33 0.30 0.33
N 418 190 228 7 35 21 355 84 334
Percent 1.00 0.45 0.55 0.02 0.08 0.05 0.85 0.20 0.80

Judge-Year Level
Mean 0.13 -0.16 0.32 -0.09 -0.15 0.05 0.16 0.03 0.15
Median 0.12 -0.13 0.33 0.00 -0.12 0.03 0.17 0.00 0.17
Min. -0.94 -0.94 -0.93 -0.61 -0.76 -0.62 -0.94 -0.80 -0.94
Max. 1.00 1.00 1.00 0.40 0.79 0.69 1.00 0.87 1.00
SD 0.36 0.30 0.27 0.28 0.30 0.32 0.36 0.36 0.36
N 1857 742 1115 15 125 86 1631 338 1519
Percent 1.00 0.40 0.60 0.01 0.07 0.05 0.88 0.18 0.82

6.2 Supreme court nominees
Figure A6.1 gives the JuDJIS ideology scores, aggregated over their tenures, for
the seven former judges in the data set who were nominated to the Supreme Court.
Not surprisingly, the four Democratic nominees have scores that are negative or
zero. (Ruth Bader Ginsburg’s score is discussed in the main text of this Article.) In
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contrast, the three Republican nominees have positive scores. Note that Stephen
Breyer’s score indicates a moderate liberal, though it is estimated imprecisely, given
his short stint on the First Circuit and relatively limited record for review.

Samuel Alito, Jr. (3)

Brett Kavanaugh (DC)
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Note: Circles denote means; horizontal gray bars denote 90% confidence intervals.

Figure A6.1. JuDJIS Ideology Scores: Supreme Court Nominees

6.3 Change analyses
Below I provide a brief analysis of how the ideologies of individual judges have
changed over time. Table A6.5 provides summary statistics of judge-level change in
JuDJIS ideology score. As it shows, the mean change is a small shift toward liberalism,
though the change is not statistically significant. Notably, Democrat-appointed
judges show a small (but insignificant) conservative shift, and Republican-appointed
judges show a small (but, again, insignificant) liberal shift. Though we cannot
conclude that these figures represent real change, the possibility that judges tend
to moderate slightly over their career would represent a significant and important
finding, meriting further study.

Table A6.5. Summary statistics: Change in judge-level JuDJIS circuit ideology

Min. Median Mean Max.
Full Sample -0.88 0.00 -0.018 0.83
Appointed by: Democrat -0.76 0.00 0.02 0.83
Appointed by: Republican -0.88 -0.01 -0.05 0.58

To illustrate particular cases driving these trends, Figure A6.2 gives examples of
judges with notable observed changes over their tenures. They include high-profile
judges like Richard Posner and Sonia Sotomayor, both of whom finished their
circuit tenures more liberal than earlier points in their careers. Both were initially
appointed to the federal bench by Republican presidents: Posner to the Seventh
Circuit by Ronald Reagan in 1981, and Sotomayor to the U.S. District Court for
the Southern District of New York by George H. W. Bush in 1992. Sotomayor
was later appointed to the Second Circuit by Bill Clinton in 1998. Conversely, Jose
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Cabranes and Barry Silverman appeared to become somewhat more conservative
toward the end of the period. (Both were still serving as senior judges as of 2024.)
Cabranes is a 1994 Clinton appointee, and Silverman is a 1998 Clinton appointee.
Thus, Posner, Cabranes, and Silverman would seem to represent examples of the
moderating trend that the full statistics suggest.
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Figure A6.2. Notable Ideological Shifts
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6.4 District court ideology data
This section provides a brief pilot descriptive analysis of a sample of the District
Ideology data, namely, the 149 chief judges of the 98 districts who served at any point
between 1990 and 2001. I focus on the chief judges here because, by definition,
chief judges have achieved a high level of seniority and thus have typically assembled
substantial records for evaluation. The data below aggregate the judges’ scores over
their tenure, and there is no particular reason to think that the ideologies of those
who have served as chief district judges differ meaningfully from those of district
judges generally.
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Note: Circles denote means for the given sample; gray bars denote 95% confidence
intervals.

Figure A6.1. JuDJIS Descriptive Ideology Descriptive Statistics

As Figure A6.1 shows, the mean judge-level score for this data sample is 0.036.
The mean score for Democratic-president appointees is -0.033; the mean score for
Republican-president appointees is 0.070.

Thus, compared with the circuit judges, there is less variation between judges,
and less variation between judges by appointing president party. There are several
possible reasons for this difference. The most plausible is that the job of district judge
simply involves less opportunity to express one’s ideology. This pushes judges’ scores
(with many notable exceptions) closer to the center than those of appellate judges.

Figure A6.2 gives the ideology scores for the 149 judges in this sample, ranked
from most liberal to most conservative. Again, it is notable that, while there is
notable variation, the majority of judges lie within the [-0.5,0.5] range.
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John Shaw (Opelousas)
Barbara Rothstein (Seattle)
David Winder (Salt Lake City)
Robert Warren (Milwaukee)
Maurice Paul (Tallahassee)
Alan Kay (Honolulu)
Judith Keep (San Diego)
John Shabaz (Madison)
James King (Miami)
Ernest Torres (Providence)
Alfred Covello (Hartford)
John Moore (Jacksonville)
B. Winmill (Boise)
Ronald Meredith (Louisville)
Ellen Burns (New Haven)
Thelton Henderson (San Francisco)
Charles Wolle (Des Moines)
Anne Thompson (Trenton)
Richard Voorhees (Asheville)
Paul Matia (Cleveland)
Stephen Reasoner (Little Rock)
Thomas Griesa (New York)
F. Little (Alexandria)
Richard Schell (Beaumont)
Barbara Crabb (Madison)
James Fox (Wilmington)
Peter Dorsey (New Haven)
Jean Hamilton (St. Louis)
Frank Polozola (Baton Rouge)
Charles Brieant (White Plains)
Carmen Cerezo (Hato Rey)
Lloyd George (Las Vegas)
Tom Lee (Jackson)
Justin Quackenbush (Spokane)
David Ezra (Honolulu)
Harry Hudspeth (El Paso)
Terrence Boyle (Elizabeth City)
William Shubb (Sacramento)
Michael Mihm (Peoria)
Robert Broomfield (Phoenix)
James Nowlin (Austin)
Robert Echols (Nashville)
J. Motz (Baltimore)
Jerry Buchmeyer (Dallas)
Sherman Finesilver (Denver)
A. McNamara (New Orleans)
Larry McKinney (Indianapolis)
Michael Hogan (Eugene)
Paul Magnuson (St. Paul)
Norman Black (Houston)
Ronald Lagueux (Providence)
Dee Benson (Salt Lake City)
Sylvia Rambo (Harrisburg)
John Coughenour (Seattle)
Donald Ziegler (Pittsburgh)
Michael Melloy (Cedar Rapids)
John Conway (Albuquerque)
William Cambridge (Omaha)
Samuel Wilson (Roanoke)
Edward Lodge (Boise)
Ronald Longstaff (Des Moines)
Julia Gibbons (Memphis)
Marvin Aspen (Chicago)
Elizabeth Kovachevich (Tampa)
Allen Sharp (South Bend)
Carmen Cerezo (San Juan)
Charles Simpson (Louisville)
Claude Hilton (Alexandria)
D. Bartlett (Kansas City)
Dean Whipple (Kansas City)
Donald Molloy (Missoula)
Dudley Bowen (Augusta)
Duross Fitzpatrick (Macon)
Edward Korman (Brooklyn)
Frank Freedman (Springfield)
Franklin Billings (Rutland)
Frederick Van Sickle (Spokane)
Gene Brooks (Evansville)
Gene Carter (Portland)
George Kazen (Laredo)
James Cacheris (Alexandria)
James Giles (Philadelphia)
James Jarvis (Knoxville)
James Parker (Albuquerque)
James Todd (Jackson)
Jimm Hendren (Fort Smith)
John Lungstrum (Kansas City)
John Penn (Washington)
Karl Forester (Lexington)
Lawrence Zatkoff (Detroit)
Lewis Babcock (Denver)
Louis Bechtle (Philadelphia)
Marilyn Huff (San Diego)
Michael Mukasey (New York)
Morey Sear (New Orleans)
Norma Johnson (Washington)
Orinda Evans (Atlanta)
Paul Barbadoro (Concord)
Richard Kopf (Lincoln)
Sarah Barker (Indianapolis)
Stephen McNamee (Phoenix)
Thomas Hull (Greeneville)
Thomas McAvoy (Binghamton)
William Downes (Casper)
William Nielsen (Spokane)
William Young (Boston)
Richard Matsch (Denver)
Frank Bullock (Greensboro)
John Parker (Baton Rouge)
George White (Cleveland)
David Larimer (Rochester)
David Sam (Salt Lake City)
John Holschuh (Columbus)
Terence Evans (Milwaukee)
Rodney Webb (Fargo)
Charles Sifton (Brooklyn)
Sue Robinson (Wilmington)
Walter Rice (Dayton)
Alan Johnson (Cheyenne)
Thomas Vanaskie (Scranton)
Frederick Stamp (Wheeling)
Sam Pointer (Birmingham)
William Bertelsman (Covington)
Richard Battey (Rapid City)
Graham Mullen (Charlotte)
James Singleton (Anchorage)
Jack Shanstrom (Billings)
G. Murphy (St. Louis)
James Turk (Roanoke)
William Byrne (Los Angeles)
Anna Taylor (Detroit)
Joseph Tauro (Boston)
William Lee (Fort Wayne)
Lawrence Piersol (Sioux Falls)
Edward Cahn (Philadelphia)
Howard McKibben (Reno)
Joe McDade (Peoria)
Howard Sachs (Kansas City)
Douglas Hillman (Grand Rapids)
Myron Thompson (Montgomery)
Robert Parker (Tyler)
Richard Enslen (Kalamazoo)
Mark Bennett (Sioux City)
Thomas Lambros (Cleveland)
John Nixon (Nashville)
Falcon Hawkins (Charleston)
Frank Seay (Muskogee)
Marilyn Patel (San Francisco)
U. Clemon (Birmingham)
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Note: Sorted from most liberal (-1) to most conservative (+1) by average ideology
score, averaged over the judge’s district court tenure. Blue open circles denote
Democratic president appointees; red closed circles denote Republican president
appointees.

Figure A6.2. JuDJIS U.S. Chief District Judge Ideologies, 1990-2001
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